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Need a functional understanding
of AI technologies



@DanLinna



@DanLinna

Large Language Model (LLM)

• LLMs are trained on massive sets of text

• “A language model is a probability distribution over sequences 
of words.”(Wikipedia.)
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LLMs predict words

The cat chased the _____.
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LLMs predict words

The cat chased the mouse.
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LLMs predict words

The cat chased the mouse.

    boy.

    girl.

    dog.
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Human Involvement in Design and Development

• Humans chose the training data

• Humans designed the system and interface

• Reinforcement Learning from Human Feedback (RLHF)

– Human trainers played rules of user and chatbot

– Human trainers ranked model-written responses

• Humans decided what questions it will and will not answer
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Limitations Identified by OpenAI

• Hallucinations - “ChatGPT sometimes writes plausible-
sounding but incorrect or nonsensical answers.”

OpenAI, ChatGPT: Optimizing Language Models for Dialogue (Nov. 30, 2022) (last visited Feb. 9, 2023) 
(emphasis added), https://openai.com/blog/chatgpt/ 

https://openai.com/blog/chatgpt/
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Mitigation Possibilities

• Provide the knowledge and facts …

– Documents for the system to analyze

– Database of facts

• “Human in the Loop”
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Limitations Identified by OpenAI

• Hallucinations - “ChatGPT sometimes writes plausible-sounding 
but incorrect or nonsensical answers.”

• Prompt Engineering - “ChatGPT is sensitive to tweaks to the input 
phrasing or attempting the same prompt multiple times.”

• Accommodating - “Ideally, [ChatGPT] would ask clarifying questions 
when the user provided an ambiguous query. Instead, [ChatGPT] 
usually guesses what the user intended.”

• Rash, Biased - OpenAI has added guardrails “to make [ChatGPT] 
refuse inappropriate requests,” but “it will sometimes respond to 
harmful instructions or exhibit biased behavior.”

OpenAI, ChatGPT: Optimizing Language Models for Dialogue (Nov. 30, 2022) (last visited Feb. 9, 2023) 
(emphasis added), https://openai.com/blog/chatgpt/ 

https://openai.com/blog/chatgpt/
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Privacy and Security

• Do not put confidential information into ChatGPT

– OpenAI can use the data

• Safer approaches

– Vendors with private and secure environments (need to vet vendors)

– OpenAI API to GPT-4

– Microsoft Azure OpenAI Service
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Algorithmic Bias

“Algorithmic bias describes systematic and repeatable errors in a 
computer system that create unfair outcomes, such as privileging 
one arbitrary group of users over others.”

Wikipedia, Algorithmic Bias, https://en.wikipedia.org/wiki/Algorithmic_bias 

https://en.wikipedia.org/wiki/Algorithmic_bias
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Judge Brantley Starr Standing Order

“All attorneys and pro se litigants appearing before the Court 
must, together with their notice of appearance, file on the 
docket a certificate attesting either that no portion of any filing 
will be drafted by generative artificial intelligence (such as 
ChatGPT, Harvey.AI, or Google Bard) or that any language drafted 
by generative artificial intelligence will be checked for accuracy, 
using print reporters or traditional legal databases, by a human 
being.”
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Judge Michael M. Baylson Standing Order

“If any attorney for a party, or a pro se party, has used Artificial 
Intelligence (“AI”) in the preparation of any complaint, answer, 
motion, brief, or other paper, filed with the Court, and assigned 
to Judge Michael M. Baylson, MUST, in a clear and plain factual 
statement, disclose that AI has been used in any way in the 
preparation of the filing, and CERTIFY, that each and every 
citation to the law or the record in the paper, has been verified 
as accurate.”
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Judge Donald W. Molloy Order Granting Pro Hac Vice Motion

“… on the condition that pro hac counsel shall do his or her own 
work. This means that pro hac counsel must do his or her own 
writing; sign his or her own pleadings, motions, and briefs; and 
appear and participate personally. Use of artificial intelligence 
drafting programs, such as Chat GPT [sic], is prohibited.”
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AI in Courts

• Online Dispute Resolution

• Legal Research

• Checking Opinions

• Drafting Opinions

• Predicting Outcomes
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